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Abstract: The analysis of animal sounds or even communication is an emerging research topic, e.g. in biodiversity research, climate studies or digital farming. Considering animal sounds in a natural environment, it becomes clear, that the underlying signal processing may be quite challenging, e.g. by a low signal-to-noise ratio due to a large microphone distance or other acoustic peculiarities, e.g. additional sound sources. Furthermore, the classification of the signals depends on the availability and interpretability of appropriate (and annotated) sound data, e.g. representative recordings of dog barking in our contribution. We investigated, whether specific dog barking can be distinguished from silence or other sounds, like animal or traffic noise, to control a window-closing mechanism in a smart home scenario. The sound recordings have been collected and improved with a wavelet de-noising technique and notch filters. The analysis included varying analysis frames between 21 and 168 ms, and up to 8,239 temporal or spectral features that are reduced to a set of 51 features by a Linear Discriminant Analysis (LDA). Additionally, we applied a Correlation-based Feature Selection (CFS) method. We then classified the samples by various methods, namely AdaBoost, Random Forest, Support Vector Machine (SVM), Multi-layer Perceptron (MLP) and decision tree C4.5. Preliminary results show the best performance for a selection of all 51 features (after LDA) without any CFS, based on analysis frames of 21 ms. The described methods are useful to detect barking of one specific dog.

1 Introduction

Most studies on animal sounds focus on the identification of species in amphibian and bird sounds during the investigation of biodiversity or ecological health of an environment. For example, Acevedo et al. [1] compared several methods of machine learning for different bird and amphibian calls. Further studies show that automated classification of animals is relevant for animal behavior research. For example Oliver et al. [2] develop a classifier to research the breeding times of certain bird species. Automated studies of this kind will in future provide more detailed information about the population size, the sex, the age structure and social relations of animals living together in social groups.

Studies on dog barking however are mainly investigating the communicative role of such sounds. Feddersen-Petersen [3] studied this question already in 2000, while Molnár et al. [4] investigated possible context-specific and individual features of dog bark by applying a machine-learning algorithm. Molnár et al. [4] conclude that dog barking is context-dependently distinguishable by humans as well as by the means of machine-learning algorithms, for example when classifying situations like fight, loneliness or the presence of strangers. Molnár et al. [5] and Pongrácz et al. [6] prove that also dogs themselves are capable of determining the context
in which such sounds appear. The question if animals are capable of exchanging information acoustically, has been researched in many studies. For example Sueur [7] and Janik [8] reveal that animals like cicada or dolphins are able to distinguish their own species from others or even to detect individuals by sound. Further studies evidence that some animals can acoustically transmit information about an approaching danger, for example suricates, monkeys or elephants [9, 10, 11].

Our contribution to animal sound classification addresses the recognition of dog barking in the context of a village environment, including low signal-to-noise ratios (SNR) due to long-distance recordings. The audio data, methodology and preliminary results are based on the experiments in [12]. In a first step of the analysis, we created a database of 260 h at one microphone position. Afterwards, we segmented and labeled the data with Audacity [13], leading to 38 min of annotated audio data, which was used to tune and compare five different machine-learning models with stratified threefold cross validation.

Section 2 describes our experimental methods including audio data collection, signal enhancement, segmentation/annotation, and feature extraction. Section 3 gives an overview about the data sampling and the evaluation process. Afterwards, we describe the selection and implementation of the machine-learning models and the tuning results. In section 4, we present and discuss our test results. Section 5 draws conclusions and gives an outlook on future research.

2 Methods and data

2.1 Recording infrastructure and data collection

The audio recordings were made in the Saxon village of Sohland/Spree with a single, omnidirectional condenser microphone (Notebook mini-micro “Hama”) connected to a Raspberry Pi 3, Model B\(^1\), running with Raspbian. The micro, with a frequency range from 30 Hz to 16 kHz, was placed on the outside wall of a residential house on the first floor in approximately 750 m distance from a frequently barking, single dog, and wrapped with a cotton-wool ball to attenuate wind noises. Also the auto-gain control was therefore enabled.

Figure 1 depicts our data collection and processing pipeline from [12]. The audio recordings were automatically scheduled every night between midnight and 6:30 AM, from January to June 2018, resulting in more than 1200 hours. The data was sampled at 48 kHz and stored

\(^1\)https://www.raspberrypi.org
in 16 bit one-channel wav files of 30 min duration each. The recordings contain barks from one specific dog (German Shepherd), sounds from other animals like roebucks, crickets and a variety of singing and night birds, traffic noises from cars, trains and airplanes, other noises like door slamming, human voices, music, wind, rain or silence. The variety of sound sources leads to a representative dataset as a key factor for more robust models and to avoid data bias.

2.2 Manual data segmentation and annotation

In [12], 20% of the recorded data (ca. 260 h of the available recordings) were randomly chosen, and searched for interesting sounds. The sounds were manually segmented and annotated into the five classes **dog barking**, **traffic**, **random noises**, **other animals**, and **silence** using the audio editing software Audacity [13], version 2.1.3. All recordings were analyzed and classified based on the subjective perception. Furthermore, there is a subclass annotation with a finer granularity (e.g. animal species) to facilitate stratified sampling and to avoid the potential predominance of one specific subclass in a class. Finally, the classes were binary assigned to the target class **Dog** or anything else, called **Other**.

Figure 2 illustrates an example of the segmentation and annotation of two audio snippets, containing several consecutive dog and roebuck barks. After the segmentation process ca. 38 min of annotated audio data was available for further processing, containing (amongst other sounds) about 6,800 single dog barks.

2.3 Audio processing, filtering and SNR improvement

The challenging, long distance of 750 m between microphone and barking dog is causing a poor sound quality in the recorded signals, in which only 3% of the possible bit depth was occupied and with a lot of interfering noise, that contributes to a low SNR of about 10 to 16 dB in the dog-barking parts. With regards to our application scenario, the microphone position was considered fixed and could not be moved closer to the sound source (to eventually reduce the influence of environmental noise).

To improve the SNR, two denoising techniques for the remaining noise were tested, reducing the mains hum (50 Hz and corresponding harmonics such as 100 Hz, 150 Hz) and other, e.g. thermal noise. To attenuate the harmonic parts, a notch filter with narrow bandwidths of 10 Hz every 50 Hz starting from 50 Hz up to 1.1 kHz was applied.

---

2https://audacityteam.org
The thermal noise in the recorded signal can be roughly characterized as colored noise ranging up to 6 kHz, which superimposes the dog-barking frequencies that typically cover the range from 400 Hz to 1 kHz. We used a wavelet-based denoising by a Daubechies wavelet of fourth order, and applied a hard-threshold approach to audio segments of 5 min duration.

In audio samples, containing dog barking with different degrees of loudness, the notch filter increases the SNR by 45%, while the wavelet denoising contributes with improvements of 3% only. Overall, the SNRs can be increased to a range from 16 to 22 dB in dog barks.

2.4 Feature extraction, selection and dimension reduction

We extract the features by a sliding window analysis. As the appropriate window length for a barking recognition is not surveyed yet, we compare the classification for three different window lengths (21, 84 and 168 ms). The lengths are chosen to correspond to at most the average length of a single dog bark, retrieved from the dataset, and to capture a sample count close to the next power of two. The sliding analysis is performed with a window overlap of 75% for the lengths of 84 ms and 168 ms, and without overlap for the 21 ms window.

For each window, we calculate temporal and spectral features. The spectral features are obtained by applying a Short-time Fourier Transform (STFT) using a Hamming window with 1,024, 4,096 or 8,192 samples, depending on the analysis window. Our selected features have proven to be useful in the aforementioned studies, e.g. [4, 14, 15], on animal-sound recognition by means of Mel-frequency Cepstrum-coefficients (MFCC), Magnitude Spectrum (MS), Linear Predictive Coding (LPC) coefficients, Formants, Spectral Rolloff Frequency (SRF) or Strongest Frequency (SF).

In total 8,239 features are extracted and can be later reduced by applying Linear Discriminant Analysis (LDA) on some multidimensional features like MS or MFCC, which reduces the dimension to 51 features. Applying Correlation-based Feature Selection (CFS) [16] yields feature sets from 10 to 13 features. The classification results are compared for both strategies, with and without CF selection. The overall feature-extraction accounts for a database from 50k to 110k samples for each of the three window lengths.

3 Classification experiments

3.1 Evaluation concept and data partition

The dog-barking database is subdivided into portions of 50% training, 25% validation and 25% test data, on which we performed threefold cross validation. The training and validation data sum up to 17k . . . 41k samples in the Dog class and 5k . . . 11k samples in each Other subclass. The folds are sequentially constructed from consecutive windows (of the same audio file) that are likely to have a high correlation, and therefore should not be distributed to the training and validation folds at the same time, to avoid any positive bias [17].

Due to the limited amount of data we did not consider algorithms from deep learning. Aiming at a proof of concept, we decided to begin just with a binary classification of the samples into Dog and Other by means of Random Forest, AdaBoost, Decision Tree C4.5, Support Vector Machine (SVM) or Multilayer Perceptron (MLP). The experiments were processed with the backend interface of the machine-learning framework “Weka” [18].

The evaluation was executed with a self-designed performance metric based upon false positive rate (FPR) and sensitivity, as FPR would be a relevant measure in a smart-home scenario, in which an overhasty window-closing event without barking can also disturb. Sensitivity, on the other hand, is a good measure about how often the system recognizes dog barks successfully. Our metric is defined by the harmonic mean of the inverse FPR and sensitivity.
3.2 Random Forest

For Random Forest classification, we used the Weka implementation of Breiman [19]. We tested different parameters in a grid search, such as the number of trees (up to 2,500, step size of 300) and the number of randomly chosen features (1 to 12). As basis learner, a Random Tree, introduced by Ho [20], chooses a random feature set at every tree node. Following the one-standard-error approach, the most reasonable model presents itself with five randomly chosen features at each node and 50 trees.

3.3 AdaBoost

As base learner in the AdaBoost M1 algorithm of Freund and Schapire [21], we specified Decision Stump [22], a simple decision tree with only two leaves. The main tuning parameter is the number of iterations, which we tested in the range from 5 to 100 by steps of 5, and from 200 to 1,000 by steps of 100. The most reasonable model is achieved at an analysis window length of 21 ms and with a full feature set without feature selection, that required 30 iterations.

3.4 Decision Tree C4.5

The C4.5 by Quinlan [23] involves a gain-ratio metric and can specify pruning strategies, such as reduced-error pruning (REP), pessimistic-error pruning (PEP) or no post-pruning at all. For PEP, the “aggressivity” of pruning is steered by a confidence factor, for which we tested values of 0.005, 0.05, 0.1, 0.25 and 0.5. The minimal amount of instances per leaf is also effecting the pre-pruning strategy.

All pruning strategies achieve the best results at an analysis window of 21 ms length and by applying feature selection (CFS). The results suggest, that the highest performance can be achieved by either constructing a complex tree and applying heavy pruning or by constructing a rather simple tree without further or just slight pruning. The most reasonable model allows at least 390 instances per leaf and involves PEP with a confidence factor of 0.001.

3.5 Multilayer Perceptron (MLP)

We tested MLPs with a first layer of 2 to 9 neurons, and 10 to 200 neurons with a step size of 10. An optional second layer contained 1 to 5 neurons. The learning rate was set to 0.1 or 0.2. Most of the parameters were set to the default value, suggested by Weka, which includes backpropagation and a sigmoid activation function.

The intermediate results again suggest a short analysis window of 21 ms without applying feature selection. The most reasonable model has eight neurons in the first and four neurons in the second layer.

3.6 Support Vector Machine (SVM)

For SVM parameter tuning, we used the libsvm implementation of Chang and Lin [24] with an RBF kernel and a grid search for the cost $C \in \{2^{-5}, 2^{-3}, \ldots, 2^{15}\}$ and $\gamma \in \{2^{-15}, 2^{-13}, \ldots, 2^{3}\}$. A finer search was conducted after the appropriate parameter ranges were identified. The most reasonable model was found for an analysis window of 168 ms without feature selection, a cost of 0.015625, and a $\gamma$ of 0.25. The second best model included a 21 ms analysis window, which is in line with the previously observed trend.
Figure 3 – Maximal validation performance (hyper-parameter tuning) per model & analysis window, with & w/o CFS. (Results refer to max. performance and do not reflect one-standard-error approach.)

Figure 4 – Comparison of test performance, sensitivity and false positive rate for the five tested models

4 Results and discussion

Figure 3 summarizes the maximal validation performance by hyper-parameter tuning in comparison for the three window lengths, and for both cases, with and without the Correlation-based Feature Selection. All models achieve their best overall performance at 21 ms analysis length, except for SVM with slightly better results for 84 ms and 168 ms windows if not applying CFS. Except for C4.5, an additional CFS does not improve the respective best results obtained with a full set of 51 features.

For the analysis window of 21 ms, the results with and without CFS are comparably good for all models. The experimental results suggest that a CFS becomes disadvantageous for longer analysis windows.

The final performance by training all models with the full dataset from training and validation, and testing them with the separate test set, is shown in figure 4, at which also the one-standard-error approach to reduce overfitting is applied. SVM and Random Forest demonstrate the best performance, while SVM achieves a good false-positive rate of 2 % as an option for a smart-home device targeting an automatic window-closing (triggered by dog barking) and a sufficiently good sensitivity of 89.3 %. All models obtain acceptable or good sensitivities, but the FPRs vary considerably with values over 10 % (C4.5, AdaBoost) and even more than 20 % (MLP), which is not practicable for the intended target application.

The validation performance is consistent with the test performance except for MLP, which shows a significant increase of the FPR in our test. The test performances of models, created by the one-standard-error approach, is slightly lower compared to the ones without this approach.
5 Conclusions

We have investigated, whether specific dog barking can be distinguished from other sounds and silence to acoustically control a window-closing mechanism in a smart home. Therefore, we compared five machine-learning models (AdaBoost, Random Forest, SVM, MLP, C4.5), three analysis windows (duration of 21, 84 or 168 ms) and a set of 51 temporal and spectral features as well as a supplementary feature selection with the CFS algorithm.

Our results suggest, that the most promising strategy should involve SVM or Random Forest with an analysis window of 21 ms and a feature set of 51 temporal and spectral features. Against expectations, an additional feature selection does not improve the recognition results in most of the cases. Both models have also been successfully applied in the aforementioned studies to classify bird or amphibian calls.

Machine-learning algorithms are able to detect specific dog-barking in a village environment. Our future work will focus on a species-independent dog-barking recognition in flexible environments.
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