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Abstract. There exist many tools to annotate mentions of medical enti-
ties in documents with concepts from biomedical ontologies. To improve
the overall quality of the annotation process, we propose the use of ma-
chine learning to combine the results of different annotation tools. We
comparatively evaluate the results of the machine-learning based ap-
proach with the results of the single tools and a simpler set-based result
combination.
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1 Introduction

The annotation of entities with concepts from standardized terminologies and
ontologies is of high importance in the life sciences to enhance semantic interop-
erability and data analysis. For instance, exchanging and analyzing the results
from different clinical trials can lead to new insights for diagnosis or treatment
of diseases. In the healthcare sector there is an increasing number of documents
such as electronic health records (EHRs), case report forms (CRFs) and scientific
publications, for which a semantic annotation is helpful to achieve an improved
retrieval of relevant observations and findings [II2].

Unfortunately, most medical documents are not yet annotated, e.g., as re-
ported in [9] for CRFs, despite the existence of several tools to semi-automatically
determine annotations. This is because annotating medical documents is highly
challenging since documents may contain mentions of numerous medical entities
that are described in typically large ontologies such as the Unified Medical Lan-
guage System (UMLS) Metathesaurus. The mentions may also be ambiguous
and incomplete and thus difficult to find within the ontologies. The tools thus
typically can find only a fraction of correct annotations and may also propose
wrong annotations. Furthermore, the tools typically come with many configura-
tion parameters making it difficult to use them in the best way.



Given the limitations of individual tools it is promising to apply several tools
and to combine their results to improve overall annotation quality. In our previ-
ous work [I1], we investigated already simple approaches to combine the results
of three annotation tools based on set operations such as union, intersection
and majority consensus. In this short paper, we propose and evaluate a machine
learning (ML) approach for combining several annotation results.

Specifically, we make the following contributions:

— We propose a ML approach for combining the results of different annotation
tools in order to improve overall annotation quality. It utilizes training data
in the form of a so-called annotation vectors summarizing the scores of the
considered tools for selected annotation candidates.

— We evaluate the new approach with different parameter and training settings
and compare it with the results of single tools and the previously proposed
combinations using set operations.

We first discuss related work on finding annotations and combining different
annotation results. In Section [3} we propose the ML-based method. We then
describe the evaluation methodology and analyze the results in Section[d] Finally,
we conclude.

2 Related work

Many annotation tools utilize a dictionary to store the concepts of the ontolo-
gies of interest (e.g., UMLS) to speedup the search for the most similar concepts
for certain words of a document to annotate. Such dictionary-based tools in-
clude MetaMap, NCBO Annotator [§], IndexFinder [I5], ConceptMapper [13],
NOBLE Coder [14] ¢cTAKES[12] and our own AnnoMap approach [7] that com-
bines several string similarities and applies a post-processing to select the most
promising annotations. There have also been annotation approaches using ma-
chine learning [4]. They can achieve good results but incur a substantial effort
to provide suitable training data.

In our previous work [II], we combined annotation results for CRFs deter-
mined by the tools MetaMap, cTAKES and AnnoMap using the set-based ap-
proaches union, intersection and majority. The union approach includes the
annotations from any tool to improve recall while intersection only preserves
annotations found by all tools for improved precision. The majority approach
includes the annotations found by a majority of tools, e.g., by at least two of
three tools. Overall the set-based approach could significantly improve annota-
tion quality, in particular for intersection and majority.

Though ML approaches have been used for annotating entities, so far they
have rarely been applied for combining annotation results as we propose in this
paper. Campos et al. (2012) utilized Conditional Random Fields model to recog-
nize named entities of gene/protein terms using the results from three dictionary-
based systems and one machine learning approach [5]. The learned combination
could outperform combinations based on union or intersection. Our ML-based



combination approach is inspired by methods proposed in record-linkage domain
where the goal is to identify record pairs representing the same real-world en-
tity [10]. Instead of a manually configured combination of different similarity
values for different record attributes the ML approaches learn a classification
model (e.g., using decision tree or SVM learning) based on a training set of
matches and non-matches. The learned models automatically combine the indi-
vidual similarities to derive at a match or non-match decision for every pair of
records.

3 Machine Learning-based Combination Approach

The task of annotation has as input a set of documents D = {dy,ds,...,d,} to
annotate, e.g., EHRs, CRFs or publications, as well as the ontology ON from
which the concepts for annotation are to be found. The goal is to determine for
each document fragment df (e.g., sentences) the set of its most precisely describ-
ing ontology concepts. The annotation result includes all associations between a
document fragment df; and its annotating concepts from ON. The problem we
address is the combination of multiple annotation results for documents D and
ontology ON that are determined by different tools. The tool-specific annota-
tion results are obtained with a specific parameter configuration selected from
a typically large number of possible parameter settings. The goal is to utilize
complementary knowledge represented in the different input results to improve
the overall annotation result, i.e., to find more correct annotations (better recall)
and to reduce the number of wrongly proposed annotations (better precision).

The main idea of the proposed ML-based method is to train a classification
model that determines whether an annotation candidate (df;, c) between a doc-
ument fragment df; and a possibly annotating concept c is correct or not. The
classification model is learned based on a set of positive and negative annota-
tion examples for each tool (configuration). For each training example (df;, ¢) we
maintain a so-called annotation vector ad with n 4 1 elements, namely a quality
score for each of the n annotation tools plus a so-called basic score. The basic
score is a similarity between df; and c that is independently computed from
the annotation tools, e.g., based on a common string similarity function such as
soft-TF/IDF or g-gram similarity. The use of the basic similarity is motivated
by the observation that many concepts may be determined by only one or few
tools leading to sparsely filled annotation vectors and thus little input for train-
ing the classification model. The learned classification model receives as input
annotation vectors of candidate annotations and determines a decision whether
the annotation is considered correct or not.

Fig. [I| shows sample annotation vectors for three tools and the annotation of
document fragment df;. The table on the left shows the annotations found by
the tools together with their scores (normalized to a value between 0 and 1). In
total, the tools identify five different concepts resulting into the five annotation
vectors shown on the right of Fig. [Il For example, the annotation of df; with
concept C478762 has the annotation vector Cﬁ}’(df1’0478762) of (1,0,0,0.7) since
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Fig. 1: Sample annotations and corresponding annotation vectors

tool 1 identified this annotation with a score of 1, tools 2 and 3 did not determine
this annotation (indicated by score 0), and the basic score is 0.7.

We use three classifiers: decision tree, random forest and support vector ma-
chines (SVM), to train classification models. A decision tree consists of nodes
and each node represents a binary decision function based on a score threshold
of a tool, e.g. SCOT€\[etaMap > 0.7. When an annotation vector ad is input into
a decision tree, decisions are made from the root node to the leaf node according
to the values of ad. As output, av is classified as a correct or incorrect anno-
tation. Random forest [3] utilizes an ensemble of decision trees and derives the
classification decision from the most voted class of the individual decision trees.
To determine a random forest classification model, each decision tree is trained
by different samples of the training dataset. The goal of an SVM is to compute
a hyperplane that separates the correct annotation vectors (represents a true
annotation) from the incorrect ones. To separate vectors that are not linearly
separable, SVM utilizes a kernel function to map the original vectors to a higher
dimension so that the vectors can be separated.

A key step for the ML-based combination approach is the provision of suit-
able training data of a certain size. For this purpose, we determine annotation
results with different tools and a specific configuration for a set of training doc-
uments. From the results we randomly select a subset of n annotations and
generate the corresponding annotation vectors AV;,.q;, and label them as either
correct or incorrect annotations. Providing a sufficient number of positive and
negative training examples is of high importance to determine a classification
model with enough discriminative power to correctly classify annotation can-
didates. To control the ratio between these two kinds of annotations we follow
the approach of [I0] and use a parameter tpRatio (true positive ratio). For in-
stance, tpRatio = 0.4 means 40% of all annotations in AV;,4;n are correct. In
our evaluatuion, we will consider the influence of both the training size n and
tpRatio.

4 Evaluation and Results

We now evaluate our ML-based combination approach and compare it with the
simpler set-based combination of annotation results. After the description of the
experimental setup we analyze the influence of different training configurations
and learners. In Section [£.3] we compare the results of the ML approach with



the single tools and set-based combination. The evaluation focuses on the stan-
dard metrics recall, precision and their harmonic mean F-measure as the main
indicator for annotation quality.

4.1 Experimental Setup

We use two datasets with medical forms (CRFs) for which a reference map-
ping exists: a dataset with forms on eligibility criteria (EC) and a dataset with
quality assurance (QA) forms. The EC dataset contains 25 forms with 310 man-
ually annotated questions. The QA dataset has 24 standardized forms with 543
annotated questions used in cardio-vascular procedures. The number of annota-
tions in the reference mappings is 541 for EC and 589 for QA. These datasets
have also been used in previous annotation evaluations [6/7] and turned out
to be very challenging. For annotation we use five UMLS ontologies of version
2014AB: UMLS Metathesaurus, NCI Thesaurus, MedDRA , OAC-CHV , and
SNOMED-CT_US . Since we use different subsets of UMLS in this paper and in
the previous studies [7], the results are not directly comparable.

As in our previous study [II] we combine annotation results of the tools
MetaMap, cTAKES and AnnoMap and apply the same set of configurations. In
the annotation vectors, we use the normalized scores of the tools and determine
the basic score by using soft-TF /IDF. For the classifiers (decision tree, random
forest, SVM) we apply Weka as machine learning library. We generate training
data of sizes 50, 100 or 200 selected from the union of the three tools. A tpRatio
€ {0.2,0.3,0.4,0.5} is applied for each sample generation. For each ML test con-
figuration (i.e., choice of classifier, sample size, tpRatio and tool configuration)
we produce three randomly selected training sets and use each to generate a clas-
sifier model so that our results are not biased by just one sample. For each test
configuration we measure average precision, average recall and macro F-measure
that is based on the average precision and the average recall.
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Fig. 2: Precision/recall results for different tpRatio values and training sizes n
(dataset EC, random forest learning)



4.2 Machine Learning-based Combination of Annotation Tools

For the analysis of our ML-based combination approach we first focus on the
impact of parameter tpRatio and the size of the training sets. We then com-
pare the three classifiers decision tree, random forest and SVM. Due to space
restrictions we present only a representative subset of the results.

Fig.[2|shows the annotation quality for dataset EC using random forest learn-
ing for different tpRatios (0.2 to 0.5) and three different training sizes (50, 100
and 200). Each data point represents the classification quality according to a
certain tpRatio with a certain configuration of the considered tools. We observe
that data points with the same ¢pRatios are mostly grouped together indicat-
ing that this parameter is more significant than other configuration details. We
further observe for all training sizes that models trained with a larger tpRatios
of 0.5 or 0.4 tend to reach a higher recall (but lower precision) than for smaller
tpRatios values. Apparently low tpRatio values provide too few correct anno-
tations so that the learned models are not sufficiently able to classify correct
annotations as correct. By contrast, higher ¢tpRatio values can lead to models
that classify more incorrect annotations as a correct thereby reducing precision.
For random forest, a tpRatio of 0.4 is generally a good compromise setting.

Fig. [ also shows that larger training sizes tend to improve F-measure since
the data points for the right-most figure (training size n=200) are mostly above
the F-measure line of 50% while this is not the case for the left-most figure
(n=>50). Fig. [3| reveals the influence of the training size in more detail by show-
ing the macro-average precision, recall and F-measure obtained by random for-
est using different training sizes. For both datasets, EC and QA, we observe
that larger training sizes help to improve both precision and recall and thus F-
measure. Hence, average F-measure improved from 40.1% to 42.5% for dataset
EC and even from 52.0% to 56.9% for QA when the training size increases from
50 to 200 annotation samples.

Fig. ] depicts the macro-average precision, recall and F-measure over differ-
ent tpRatios, sample sizes and configurations. For both datasets, random forest
obtains the best recall values(EC: 40.0%, QA: 46.8%) while decision tree achieves
the best precision (EC: 52.9%, QA: 66.4%). In terms of average F-measure the
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Fig. 3: Impact of training sizes on annotation quality for datasets EC and QA
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Fig. 4: Average annotation quality for random forest, SVM and decision tree.

three learning approaches are relatively close together, although random forest
(42.4%) outperforms SVM and decision tree by 1.4% resp. 2.5% for EC. For the
QA dataset, random forest (54.3%) outperforms decision tree and SVM by 0.3%
resp. 2.2%. Moreover, we experimentally tested our approach with or without
using the basic scores in addition to the tool results. We observed that using the
basic score improves F-Measure by 1.6%(EC) and 1%(QA), indicating that it is
valuable to improve annotation results.

4.3 Comparison with set-based combination approaches

We finally compare the annotation quality for the ML-based combinations with
that of the individual tools cTAKES and MetaMap as well as with the results
for the set-based combinations proposed in [II]. Fig. [5| summarizes the best
F-measure results for both datasets. We observe that the F-measure of the in-
dividual tools is substantially improved by both the set-based and ML-based
combination approaches, especially for cTAKES (by about a factor 3 - 4.5).
The ML-based combination outperforms the set-based combinations for both
datasets. Consequently, the best results can be improved for EC (from 44.3%
to 47.5%) and QA (from 56.1% to 59.1%) by using a sample size of 200. This
underlines the effectiveness of the proposed ML-based combination approach.
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Fig. 5: Summarizing F-measure results for cTAKES and MetaMap and the set-
based and ML-based result combinations for the EC and QA datasets.



5 Conclusions

The annotation of documents in healthcare such as medical forms or EHRs with
ontology concepts is of high benefit but challenging. We proposed and evalu-
ated a machine learning approach to combine the annotation results of several
tools. Our evaluation showed that the ML-based approach can dramatically im-
prove the annotation quality of individual tools and that it also outperforms
simpler set-based combination approaches. The evaluation showed that the im-
provements are already possible for small training sizes (50-200 positive and
negative annotation examples) and that random forest performs slightly better
than decision tree or SVM learning. In future work, we plan to apply the ML-
based combination strategy to annotate further kinds of documents and to use
machine learning also in the generation of annotation candidates.
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