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Diseases at Leipzig University. The goal of LIFE is to inves-
tigate the healthy state of the local population. Currently,
more than 25,000 participants have attended different
sub-studies. For instance, the LIFE Adult study inves-
tigates prevalences, genetic predispositions, early onset
markers, and the role of lifestyle factors on major civ-
ilization diseases, such as metabolic diseases, depres-
sion, or sleep disorders [12]. Between 2011 and 2014, ap-
prox. 10,000 randomly selected participants aged 18–79
from Leipzig completed the baseline examination. An-
other sub-study, the LIFE Child study, is examined on
a long-termbasis and investigateshowmetabolic, environ-
mental and genetic factors affect the health from fetal life
to adulthood [13]. Follow-ups are carried out annually over
a period of ten years.

Since the beginning of LIFE in 2011, a large amount of
heterogeneous data has been collected by means of ques-
tionnaires, structured interviews, physical examinations,
and biospecimen collection. Most of the assessment data
and analysis results are integrated into a comprehensive
research database. So far, there are more than 800 dif-
ferent assessments (i.e., investigations) and 39,000 items
(i.e., questions and measurements). To facilitate the data
retrieval process, the ‘LIFE Investigation Ontology’ (LIO) is
used to semantically describe and classify the entities and
their relationships in the research database [14, 15]. The
amount of collected data is still increasing with the ongo-
ing experiments and follow up studies. To allow for an ef-
fective data exploration, the support of sophisticated data
analyses and visualization techniques are necessary.

At this early stage of data analysis in LIFE, the map-
ping of results into geographic maps has been realized
only occasionally andmanually. However, geospatial data
visualization and analyses will be frequently applied to
LIFE data. First, this will be useful to gain new insights
when interpreting data related to geographical informa-
tion. Second, LIFE results should be presented in a com-
prehensible way for both, researchers and interested users
such as the inhabitants of Leipzig. In order to assist human
visual perception, it is especially important to providewell
structured maps with respect to map labeling. Basic tech-
niques tend to produce confusing results, such as putting
a district’s name or small bar charts into the wrong dis-
trict on a city map. To overcome manual spatial data vi-
sualization, we designed the interactive web application
LIFE Spatial Data Visualization System (LIFE-SDVS), a pro-
totype that adds a geographical facet to the data integra-
tion and analysis workflow of the large medical research
project. LIFE-SDVS is very flexible in that it allows visual
analysis of various kinds of LIFE data. Throughout this pa-
per, we make the following contributions:

– We describe the system architecture of LIFE-SDVS as
well as the statistical data processing andmap visual-
ization workflow. (Section 2)

– We provide algorithms for a good label positioning
and boundary labeling on maps. (Section 3)

– To show the functionalities of LIFE-SDVS, we present
two selected use cases on 1) the body mass index and
2) hand grip strength. (Section 4)

2 Architecture and workflow
Due to the large variety of data, it is important to provide
a systemwhich let the users choosewhat data theywant to
investigate. Moreover, an efficient and user friendly inter-
face is needed for the many researchers who might not all
have programming skills. The following sections describe
the architecture and workflow we designed to achieve
these requirements.

2.1 Architecture

LIFE-SDVS has a three layer architecture that consists of
data source, functionalities and presentation (Figure 1).
The data source layer includes the LIFEResearchDatabase
(RDB) and the LIFE Metadata Repository (MDR). The func-
tionalities layer comprises two main units: data process-
ing and map generation functions including various map
labeling options. The presentation layer integrates the out-
puts, including statistics and maps, and displays them on
theweb interface. The system is implemented in R [16] and
the web application uses the Shiny framework.

2.2 Workflow

The workflow starts from obtaining data from the LIFE
database that is followed by data aggregation processes.

Figure 1: Three-layered architecture of LIFE Spatial Data
Visualization System.
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The aggregated data are integrated into maps or listed in
formof a table. Finally, theweb interfacedisplays themaps
and tables. Furthermore, the web interface provides inter-
active functionalities allowing users to visualize specified
data and to produce customizable maps.

The LIFE assessment data are aggregated by geo-
graphical regions and the resulting statistics are presented
on their associated regions on the map. The spatial visual-
ization of statistics focuses on two data types: continuous
data and categorical data. The continuous data are visu-
alized as so-called choropleth style maps, i.e. the regions
of Leipzig are shaded based on statistics aggregated from
continuous data, to reveal the patterns of epidemiologi-
cal study results. The aggregated categorical data are vi-
sualized as pie charts or bar charts within each region on
the map. For these different ways of visualization, differ-
ent data aggregation methods and plotting functions are
used for eachdata type. In the following,wedescribe these
workflow steps in more detail including the different pro-
cessing methods for continuous and categorical data.

LIFE Research Database and data access
The RDB is the central data hub in LIFE. It integrates all
relevant data that have been recorded during the study.
The MDR collects the metadata describing the data in RDB
and, hence, allows to create queries over the integrated
data in RDB. All study data are associated with participant
pseudonyms. Similarly, identification data, names, and
addresses are associated with the participant pseudonym
but managed in a separate system (and database) due to
data privacy requirements. Address data allow us to find
the area codes of the administrative regions of Leipzig.
Fromdata privacy point of view, this mapping (participant
pseudonym– area code) is feasible as long as the exact liv-
ing place (i.e., address) is not recognizable. Both, the area
mapping and the scientific data (including gender and age
at time of study participation) of RDB, are the basis for the
visual analysis in LIFE-SDVS.

To enable the flexibility for exploring the great vari-
ety of LIFE assessment results, LIFE-SDVS is designed to
have direct access to both, the LIFEResearchDatabase and
the Metadata Repository. On the web interface, the users
can specify which data they want to explore. This request
is transformed into an SQL query to obtain data from the
database. Each row of the raw data set retrieved from the
database contains information for one participant. A row
in a continuous data set includes (1) the region where the
participant lives, (2) gender, (3) age and (4) the 𝑣𝑎𝑙𝑢𝑒 of
the assessment result of the participant. Categorical data
sets differ in the last element (4) that contains the informa-

Figure 2: Data processing pipelines in LIFE-SDVS. Main data
processing components are in green boxes and the items in the gray
boxes are the outputs. SD: standard deviation, SE: standard
error, 1Q and 3Q: first and third quantile, CI: confidence interval.

tion to which 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦 the participant’s assessment result
belongs.

Data processing
The data processing phase aims to aggregate the raw
data obtained from LIFE Research Database into statis-
tics for each region. Figure 2 illustrates the data processing
pipelines for continuous and categorical data types. Both
pipelines contain the components 𝑓𝑖𝑙𝑡𝑒𝑟 and 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠.
An optional 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝑖𝑧𝑎𝑡𝑖𝑜𝑛 step can also be applied to
the means of continuous data.

For both data types, the user can utilize the 𝑓𝑖𝑙𝑡𝑒𝑟
function to select particular data sub groups. All assess-
mentdata stored in theLIFEdatabasehave three attributes
in common: (1) gender, (2) age, and (3) absolute frequency
(i.e. number of participants). Hence, these three attributes
are chosen for the filter function. The gender filter speci-
fies if the data of only male, only female or of both gen-
ders shall be aggregated. Currently, LIFE-SDVS focuses on
the visualization on data of the LIFE Adult study, hence
the age filter contains three age groups: (18,40], (40,60],
and (60,80+]. Sometimes, only a limited number of partic-
ipants attended an assessment in a specific region. This
leads to small sample sizes such that statistics are not
representative. Therefore, the absolute frequency filter en-
ables the users to set a threshold on minimum absolute
frequency. In the visualization of continuous data, regions
with a sample size below this threshold obtain a specific
color to indicate there is too little or no data available in
the region. Similarly, the pie charts or bar charts are ab-
sent in such regions.

The selected subgroupsof assessmentdata are further
aggregated into various 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠 for each region (see Fig-
ure 2a). For continuous data sets, we compute the mean,
standard deviation, standard error and 95% confidence in-
terval. The three quantiles (the first, third quantiles and
the median) are also provided since they are less suscep-
tible to long-tailed distributions and outliers, compared to
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the mean. The means of continuous data can further be
standardized. Standardization in epidemiological study is
a statistical adjustment technique used in instanceswhere
the statistics in focus is influenced by some other under-
lying factors, such as the age or gender structure of the
sampledpopulations [17].Weapplydirect age standardiza-
tion which is the most predominant technique among the
many proposed standardization methods, as described in
Ahmad et al. [18]. For categorical data sets, the absolute
frequencies in a region are aggregated according to cate-
gories of an assessment measurement.

Map generation and labeling
In this workflow step, the outputs from the data process-
ing phase are visualizedonmaps. The core features ofmap
generation in LIFE-SDVS are:
1. generating choropleth maps for continuous data,
2. generating maps with bar charts or pie charts placed

in each region for categorical data,
3. finding a good labeling position for each region,
4. realizing boundary labeling.

The system enriches the administrative regions of Leipzig
with the results obtained by the LIFE assessments. The
spatial data of administrative regions are provided by the
Leipzig city government and are available in two spatial
resolutions: in 63 districts (Ortsteil) or in 10 boroughs
(Stadtbezirk). These administrative regions consist of sets
of points where each set defines a border of a region and
the points are stored as coordinates.

To color each region, we use the assessment means,
medians or absolute frequencies obtained from contin-
uous data sets. A single plotting function based on
the R plotting system ggplot2 enables the automatic gen-
eration of these choropleth maps. Many map features
are available to improve the aesthetic presentation of the
maps such as label size, font and area filling colors. Users
can assign either an internal label, an external label (i.e.
boundary labeling) or no label to each single region on the
map.

For categorical data, a pie chart or bar chart show-
ing the aggregated absolute frequencies of each category
of an assessment item (e.g. body mass index) is placed in
each region on the map. The categories of an assessment
item are stored as numeric codes in RDB. The correspond-
ing text denotations of these categories are stored inMDR.
The codes and their corresponding text denotation are ex-
tracted as a metadata view from the MDR. The legends of
the maps are then obtained from this view.

To show this textual and non-textual information on
themap, LIFE-SDVSneeds to provide different labeling op-

tions. We can use short internal labels such as the district
IDs to denote all regions in the limited space. Furthermore,
it is also desirable to show statistical graphics in each re-
gion of Leipzig. To find the visually sound positions for
placing text or graphics, a novel algorithm called Label
Positioning Algorithm (LPA) is proposed (see Section 3.1).
Often, it is necessary to use long label texts that do not
fit into the regions. In such cases, boundary labeling (see
Section 3.2) can be applied to place the labels outside of
the map area (for an example see Figure 6 in Section 4).
To the extent of the authors’ knowledge, LIFE-SDVS is the
first R package containing the boundary labeling function
for maps.

Interactive web application
Users need to have basic knowledge of R tomakedirect use
of the map generating functions. Moreover, it is a labori-
ous job to manually input the argument values whenever
changes on the maps are necessary. We therefore built an
interactive web application to create a user friendly data
exploration andmapgeneration tool.With just a few clicks
and settings, the LIFE scientists are able to produce cus-
tomizable maps in a short time. The resulting maps can
also be downloaded for further usage in scientific publica-
tions or reports.

3 Map labeling in LIFE-SDVS
Since the Leipzigmap in LIFE-SDVS comprises solely of ad-
ministrative regions, the corresponding labeling problems
belong to the field of area-feature labeling (for a classifica-
tion of labeling problems see [19]). However, conventional
area-feature labeling usually only considers text labels. By
contrast, we wish to enrich each region on the map not
only with short text, but also with graphics and external
labels. Furthermore, we also allow partial overlaps of the
labels so that label sizes do not need to be scaled down. By
doing so, labels could slightly exceed the border of their re-
gions. However, we observed that as long as the midpoints
of the labels are well-located, the association of labels and
their corresponding regions can still be easily identified.

A common practice of placing labels on choropleth
maps is to use the centroids ([20] and in R, the map.text

function in package maps and the gCentroid function in
the package rgeos). The application of centroids as label-
ing points on the Leipzig map shows several violations of
good labeling positions (see Figure 3). The label of district
53 locates outside of its area (purple color). Many of the
centroid points are too close to the border, such as districts
10, 51, 72, 81, 93 (blue color). Some centroid points (e.g.,
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Figure 3:Map of Leipzig with
district IDs positioned at the
centroid points of each
region. The districts are
colored based on the
positions of their centroid
points: (purple) the centroid
point locates outside of its
area, (blue) the centroid
point is too close to the
border, (brown) the centroid
point does not situate close
to the middle of its area.

districts 15, 41, 55, 82) do not situate close to the middle of
the associated regions (brown color). Therefore, we devel-
oped a fast heuristic to locate good labeling positions.

3.1 Label Positioning Algorithm

Labeling quality depends onmany factors and reflects hu-
man visual perception and experience [21, 22]. Thus, there
is not a single exact definition of an optimal label place-
ment of a region, such that a heuristic solution is needed.
We propose the Label Positioning Algorithm (LPA) to find
good labeling positions in LIFE-SDVS. LPA is a generic al-
gorithm, i.e. its application is not limited to the map of
Leipzig. The algorithm first generates five candidate posi-
tions for each region, and then selects the most suitable
labeling position out of the candidate set.

Candidate generation
The border of a region comprises many border points
given by x- and y-coordinate pairs. The first labeling po-
sition candidate of a region is the middle point 𝑝

1
whose

x-coordinate is calculated with (𝑥
𝑚𝑎𝑥
− 𝑥
𝑚𝑖𝑛
)/2 where

𝑥
𝑚𝑎𝑥

and 𝑥
𝑚𝑖𝑛

are the maximum and minimum values of
x-coordinates among all border points of the region. The
y-coordinates of 𝑝

1
is obtained analogically. The green

point in Figure 4a shows the middle point of a district in
Leipzig.

Further vertical and horizontal position adjustments
generate the other four labeling position candidates. As

Figure 4: (a) A horizontal position adjustment and (b) a horizontal
followed by a vertical position adjustment of LPA.

seen in the example in Figure 4a, the middle point might
locate close to the region border. To move the labeling
position away from the border, one can shift the labeling
position ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙𝑙𝑦 to the left. This is done by taking the
right and left points of the region border which have the
same y-coordinate as 𝑝

1
(i.e. 𝑝

𝑟
and 𝑝

𝑙
in Figure 4a) and

compute again themiddle of thex-coordinates of these two
points, i.e.(𝑥

𝑝
𝑟

− 𝑥
𝑝
𝑙

)/2. The new position is the second
labeling position candidate 𝑝

2
. The third labeling posi-

tion candidate𝑝
3
is generated by taking a further 𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙

shift as illustrated in Figure 4b. That is, the y-coordinate
of 𝑝
3
is the middle of the y-coordinates of the following

two border points: the border point on top 𝑝
𝑡
and the bor-

der point on the bottom 𝑝
𝑏
. To conclude, the position of𝑝

2

is generated by taking a horizontal adjustment from 𝑝
1

and a further vertical adjustment from 𝑝
2
generates 𝑝

3
.
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Analogically, the fourth candidate𝑝
4
is obtained by taking

a vertical adjustment from 𝑝
1
and a further horizontal ad-

justment from 𝑝
4
generates the fifth candidate 𝑝

5
.

Best candidate selection
The selection of the best position is based on the idea that
a good labeling position shall keep good distance from
any point of the region border so that labels or graphics
do not overlap with the border excessively. Therefore, LPA
chooses the candidate that locates furthest away from any
region border point as the labeling position. This is real-
ized by first calculating the Euclidean distances of each
candidate to every region border point. Then, the mini-
mum Euclidean distances of each candidate to the bor-
der points (i.e., the shortest distances) are stored. Finally,
among the five candidates the one with the largest ’short-
est distance’ is selected as best labeling position.

The application of LPA on Leipzig districts gives good
results (for examples see Section 4). Moreover, each of the
five different candidate position types has been selected
for some of the regions indicating that all of them are ben-
eficial to find the best labeling positions.

3.2 Boundary labeling

The boundary (external) labels are designed to be placed
on the left, right and bottom margins around the map
in three corresponding labeling groups: right_group,
left_group and bottom_group. Users can assign regions
to each of these labeling groups. The position of each la-
beling group is defined with three parameters. For exam-
ple, the position of the right_group is defined by: (1) the
y-coordinate for the label on the top (2) the y-coordinate
for the label on the bottom and (3) the x-coordinate for the
left alignment of all the labels in the right_group. The po-
sitions for the other two labeling groups are defined anal-
ogously with the labels in the left_group aligned on the
right and those in the bottom_group aligned on the top.

The line segments that connect each external label to
their associated regions are called leaders. Straight lines
are chosen as the leader type for maps since they are
simple, often used by professional graphic designers and
show good performance with respect to user readabil-
ity [23]. The labeling positions found by LPA are used as
starting points for the leaders.

One important aim is to avoid intersecting leaders. The
order of the boundary labels within each labeling group
determines if the leaders of the boundary labels intersect
with each other. The Label Alignment Problem (LAP) is to
determine which region’s label shall be assigned to which

boundary labeling position. Given a set of internal labeling
positions 𝑃

𝑖𝑛
and a set of boundary labeling positions 𝑃

𝑏𝑜
.

The aim is to find an bijective assignment of the elements
in𝑃
𝑖𝑛
to the elements in𝑃

𝑏𝑜
so that no line intersection oc-

curs. The Label Alignment Algorithm (LAA) is designed to
solve LAP.

Label Alignment Algorithm
Takingboundary labels on the rightmarginas anexample,
one can observe that a line-line intersection occurs when
the leader of the boundary label above has larger slope
than the leader of the boundary label beneath. Thus, LAA
solves the intersection problem by re-ordering the bound-
ary labels based on their line segment slopes. The concept
of LAA is similar to the idea of Bekos et al. [24] though
they do not explicitly refer to the utilization of slopes. In
LIFE-SDVS, LAA is embedded in the R plotting function.
As a consequence, when the users adjust boundary label-
ing parameters on the web interface, the generated map
reacts dynamically to these changes and the boundary la-
bel positions are re-aligned to the corresponding regions
interactively.

4 Use cases and analysis
Twouse cases are selected to demonstrate the spatial visu-
alization using LIFE-SDVS: body mass index (BMI) for the
categorical data type and hand grip strength for the con-
tinuous data type.Weuse different types ofmaps aswell as
various features including different labeling types to show
the LIFE-SDVS functionalities. In both use cases, only dis-
tricts with absolute frequencies for more than 30 partici-
pants (called valid district in the following text) are con-
sidered.

Use case I: body mass index
People who are obese have higher risk of many diseases
and health problems such as high blood pressure, sleep
apnea, type 2 diabetes and stroke [25–28]. Hence, it is im-
portant for the LIFE study to investigate the prevalence of
obesity in Leipzig and how it is related to geographical re-
gions within the city. The body mass index (BMI) can be
used for the assessment of overweight and obesity [29]. It is
computed by an individual’s weight in kilograms divided
by the square of height in meters (i.e. in units kg/m2).
WHO classifies the BMI values into four standard cate-
gories and this classification is used to assign the LIFE par-
ticipants.

Figure 5 shows the absolute frequencies in each BMI
category of an example data set plotted as pie charts in
each valid district. On top of the map we show the cor-
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Figure 5: An example of categorical data
visualization in LIFE-SDVS using BMI in
Leipzig districts. The proportions of each BMI
category are plotted as pie chart in districts
with at least 30 participants. Districts are
colored in green, if the sum of proportions for
overweight and obese exceeds the
corresponding sum for the German reference
data.

responding proportions for the German population based
on data from Gesundheitsberichterstattung des Bundes
(GBE) [30] as reference value. If the sumof the proportions
in the categories overweight and obese of a valid district
is higher than that of German data, the district is colored
in green. The example map demonstrates that the major-
ity of the valid districts have higher proportions of over-
weight and obese cases than the German reference data.
Furthermore, the valid districts which are not colored in
green locate close to the center of the city. Therefore, by
utilizing this type ofmap, the districts with especially high
proportion of overweight or obese can be easily identified
so that further investigation or intervention can be taken.
For instance, we plan to investigate the relationships be-
tween overweight/obesity and lifestyle factors or sociode-
mographic clusters in Leipzig (e.g., income, employment
rate).
Use case II: hand grip strength
Low hand grip strength in healthy adults across all ages
predicts increased risk of prematuremortality, disability in
later life and risk of post-surgery complications or longer
hospitalization (e.g., [31–33]). Hand grip strength is mea-
sured by squeezing a dynamometer and the values are
taken in kilogram. Due to its ease of measurement and
high predictive power on short-term mortality, hand grip
strength is considered as an important biomarker.

Figure 6 illustrates two different maps produced us-
ing LIFE-SDVS to present aggregated continuous data such
as the median of hand grip strength. Different coloring
palettes can be chosen to fill the regions. The regions col-
ored in gray are the regions with a sample size below the

given threshold. We applied all three labeling options, i.e.
internal labeling, boundary labeling and no labeling, to
demonstrate the labeling features of LIFE-SDVS. In Fig-
ure 6a, the district IDs are used as internal labels to denote
the regions. The labels have been placed using the best la-
beling positions found by LPA. Alternatively, customizable
boundary labels can be assigned to highlight specific re-
sults. For instance in Figure 6b, only the 15 districts with
the lowesthandgrip strengthvalueshavebeen labeled. For
better readability and clarity, the users can also choose to
remove all labels for the remaining regions.

5 Conclusion and future work
The spatial visualization tool LIFE-SDVS is built to cope
with the large amount and variety of data in the LIFE-
project. LIFE-SDVS is an efficient data exploratory plat-
form and a map generation tool enabling sophisticated
data analysis and spatial visualization. LIFE-SDVS has di-
rect access to the LIFE database ensuring the flexibility
of accessing various assessment results based on current
data. We proposed two algorithms, LPA and LAA, to op-
timize the label positioning and boundary labeling prob-
lems. These algorithms are also applicable to other maps
composed of different regions. Hence, though LIFE-SDVS
is a prototype based on LIFE data, other health-related
studies can profit from its functions. In the future, we plan
to release the implemented R package covering the opti-
mized labeling functions for maps.
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Figure 6: Examples of visualizing continuous
data in Leipzig districts. Subfigure (a) uses
internal labeling (b) uses boundary labeling.
The districts are colored based on the
aggregated hand grip strength data (in kg).
The boundary labels in (b) show the district
names with the aggregated values.

At this early development stage, some features can
still be improved. For instance, users currently need to
assign regions to boundary labeling groupsmanually. This
process can be automated. Further, we plan to provide
some rule-based assignmentmethods for the boundary la-
bels such as labeling only regions with an average above
a given threshold. Wewill extend LIFE-SDVSby several ad-
ditional functionalities. For instance, more types of statis-
tical results might be displayed on maps. Moreover, the
comparison of results (e.g. different gender, age groups
etc.) could be facilitated by placing two or more maps on
one page. We further plan to add temporal aspects to visu-
alize developments over time which is essential for long-
term studies such as the LIFE Child study.
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