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Abstract
In 3D printing processes, there are many thermal stress related defects that can have a significant negative impact on the shape
and size of the structure. Such anomalies in the heat transfer of the printing process need to be detected at an early stage.
Understanding heat transfer is crucial, and simulationmodels can offer insightswhile reducing the need for costly experiments.
Traditional numerical solvers for heat transfer can be complex to adapt to diverse printed part geometries, and their reliance on
predefined mathematical models limits their flexibility. Our physics-informed deep learning (PIDL) approach eliminates the
need for discretization, simplifying the analysis of complex geometries and enabling automation. The drawback of parametric
PIDL is their scalability for high-dimensional problems. Computational time, energy and cost of training prevent real-time
analysis. It often takes only a few seconds to print a single layer. We can show an energy efficient transfer and training strategy
to reduce the computational effort of PIDL significantly. The approach is able to quantify relevant effects of thermal stresses
and mitigate errors during selective laser melting (SLM). To this end, heat transfer is modelled, simulated and analysed using
high-dimensional data obtained from printing experiments with different geometries of metal components. The proposed
method is applied to the solving forward problem of heat transfer prediction. The governing results are based on the heat
equation, which is integrated into a deep neural network (DNN).

Keywords Data-driven modelling · Physics-informed neural networks · Transfer learning · Real-time automation ·
Heat transfer

1 Introduction

SLM is a revolutionary additivemanufacturing (AM) process
that offers unparalleled capabilities for producing intricate
and customized components [1, 2]. This technology brings
some challenges: One of themain influencing factors in SLM
processes is thermal stress, which can lead in thermome-
chanical distortion, porosity, and cracks in the component
[3]. To prevent or mitigate such failures, real-time anomaly
detection and thermal process monitoring is required. There-
fore, understanding heat transfer is crucial for analyzing
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the behaviour of thermal stresses. Simulation models can
be developed to gain a better understanding of 3D print-
ing processes and reduce expensive experiments. In the
realm of computational modeling and simulation, classical
numerical solvers have been the stalwart choice for solv-
ing problems for heat transfer. However, they often require
time-consuming and complicated modifications to adapt to
new printed part geometries, especially those of a complex
nature. Discretization, a fundamental component of numeri-
cal methods, becomes particularly challenging in such cases.
The lack of automation exacerbates the problem. Moreover,
these classical solvers are constrained by their reliance on
predefinedmathematicalmodels and equations, limiting their
data-driven learning capabilities [4–6]. In contrast, PIDL
offer a promising way to overcome these limitations. PIDL
eliminate the need for discretization, thus simplifying the
process for complex geometries and offering a higher degree
of automation. They also have the unique ability to learn com-
plex physical interactions directly from sensor data, thereby
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bridging the gap between numerical simulation and real-
world sensor measurements. The lack of interpretability of
DNNs makes it difficult to gain detailed insights into the
underlying physics of the learned gap. A drawback of para-
metric Physics-informed neural networks (PINNs) is their
scalability for high-dimensional problems. Because training
requires sampling in each parameter dimension, the curse
of dimensionality is a limiting factor for many applications,
such as 3D printing. The time, energy and cost of training
prevent real-time fault mitigation. To realise the full poten-
tial of parametric PINNs, there is a great need for energy
efficient transfer and training strategies. To overcome the
computational burden of DNN training, we propose a pre-
trained foundation model and fine tune the DNN parameters
with each new printed layer based on similar heat transfer
properties. This innovation significantly reduces the compu-
tation time of training and allows real-time analysis. PINNs
lack guarantees. The accuracy and stability of PINNs depend
on the quantity and quality of sensor data. For this purpose,
we propose an intelligent data-driven simulationmodel using
high-dimensional data from real printing experiments with
different part geometries. The process of heat transfer can
be described by the heat equation. We will integrate this
descriptive knowledge into the learning process of a DNN.
We suggest an application scenario, where we printed four
different part geometries. In addition, we aim to demonstrate
how a generic algorithm works independently of the built
geometries to facilitate intelligent automation in AM as fol-
lows:

• We propose a PINN to predict temperature fields and
detect anomalies using real measurement data.

• The approach is evaluated by comparing them to numer-
ical simulation using the finite volume method (FVM).

• We show that computational time, cost and energy of
training can be reduced by the use of pre-trained founda-
tion models.

• We extend the input dimension of the DNN to include not
only the spatial and temporal domain, but also the laser
power as an essential process parameter. This allows us
to obtain an arbitrary number of simulations for a defined
laser power range with a single training process.

This paper is structured as follows. Section 2 presents
related work that serves as a foundation for this paper, while
Section 3 presents the models and techniques required to
simulate the thermal processes in AM. This includes the
formulation of the partial differential equation (PDE), the
definition of the initial boundary value problem and the
design of the individual loss functions. Section 4 presents
the approximate solution for heat transfer in AM. The PINN

solution is evaluated by comparison with FVM. Section 5
discusses sensor data generation, sensor data preparation,
evaluationmetrics and physical characteristics of the printing
process. Section 6 shows the results of adding high dimen-
sional real measurement data to the simulations and explains
the detection of anomalies. Section 7 presents the discussion.
Section 8 summarises the work and outlines possibilities for
further work.

2 Related work

2.1 3D printing

In recent years, 3D printing has experienced a significant
upswing. Components can be produced more variably and
independently of their complex geometries. In particular,
the SLM process has great potential to play a major role
in the future. The basis for SLM is a CAD model, which
digitally divides the component into slices in advance. SLM
uses a laser to melt and fuse a bed of metal powder layer
by layer, reducing a three-dimensional manufacturing task
to two dimensions. Jandyal et al. discussed the advantages
and disadvantages of numerous 3D printing processes. They
presented the different fields of application of the individual
processes and materials in Industry 4.0 [7]. A review of rele-
vant information on the conventional and micro-engineering
machinability of 3D printed metallic materials produced by
SLM is provided by Uçak et al. In addition, they suggested
machining strategies for these novel engineered materials
[8]. Padmakumar et al. aims to summarise the three main
techniques including SLM, for the manufacture of metal
parts. The work presents the process variables, metallurgi-
cal and mechanical properties and manufacturing challenges
[9]. Cozzolino et al. investigated the SLM process for INC
718 using a wide range of process parameters to analyse the
influence on the efficiency and energy consumption [10]. Liu
et al. gave an overview of recent advances in additive man-
ufactured components using the Ti6A14V alloy. They also
discussed the effects of defects on mechanical properties [1].
Motallebi et al. summarised in their work the hot deformation
behaviour and the constitutive description of the yield stress
for AM parts [11]. In our work we have done a lot of SLM
experiments to generate high dimensional data for different
built geometries. The materials used are a nickel based alloy
INC718 and a stainless steel 316L.

2.2 Numerical simulation

Numerical simulations are a powerful tool for reducing
the number of expensive experiments in highly productive
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processes. It is possible to describe the various physical inter-
actions within a complex system using PDEs. Numerical
approximations to these PDEs provide a viable way to simu-
late physical processes. There is a long history of research in
numerical approximation methods such as Finite Difference
Method, FVMandFinite ElementMethod [12–16]. Research
milestones in these areas have led to a better understanding of
the repeated heating and cooling cycles in SLM processes.
One of the pioneering works in this area to be mentioned
here is that of Mukherjee et al.. The work deals with mod-
elling and simulation of powder bed fusion using FVM. The
results are evaluated for different materials. These include
stainless steel, titanium, nickel and aluminium based alloys
[17, 18]. Ansari et al. investigated the process parameters of
SLM using multiphysics simulation in their work [19]. The
numerical investigation of the effects of residual stresses on
the effective mechanical properties of 3D printed lattices is
another recent work presented by Ahmed et al. [20]. Li et al.
and Liu et al. employed an investigation of the behaviour of
heat conduction within the SLM process [21, 22]. We draw
on the excellent research in numerical simulation and use the
FVM to solve a formulated initial-boundary value problem.
We use the results to evaluate and benchmark the predictions
of our PIDL approach.

2.3 Machine learning

Machine learning (ML) research continues to break new
ground. From autonomous driving to cancer detection in
medicine to seismology applications, ML is improvingmany
different fields. Some of these things are even made possi-
ble by ML [23–25]. With ever-increasing data generation
capabilities, ML has great potential for optimising pro-
duction processes in complex engineering systems. Naisiri
et al. showed applications of ML in predicting mechanical
behaviour of 3D printed parts with benefits of challenges
and perspectives [26]. Another review on machine learning
in 3D printing with applications, potentials and challenges
is presented by Goh et al. [27]. An ML model based on a
convolutional neural network for real-time defect detection
to prevent production losses and reduce human involvement
in quality control is presented by Farhankhan et al. [28].
Nguyen et al. employed a new data-driven machine learning
platform with an approach based on multilayer perceptron
and convolutional neural network models. The platform pre-
dicts optimised parameters of the 3D printing process [29].
Tamir et al. developed a creative solution forML-basedmon-
itoring and optimisation of processing parameters [30]. A
simple surrogate model for predicting temperature evolution
and melt pool size using data from an FEM model has been
proposed by Pham et al. [31]. A further work dealing with

multimodal ML in 3D printing is given by Bauer et al.. In
this approach, an autoencoder is combined with our PINN
to demonstrate the correlation of different features in hetero-
geneous sensor data for monitoring 3D printing processes
[32].

2.4 Physics-informed neural networks

With the goal of monitoring and understanding physical pro-
cesses such as 3D printing in a data-driven way, it is an
intuitive decision to combine ML algorithms with physi-
cal models and force the best of both worlds. To this end,
technical applications and new developments of PINNs have
increased, especially in the last three years. The general idea
is to accelerate learning by informing the DNN about the
underlying physical laws and to increase prediction accu-
racy. The basis for such approaches was developed by Raissi
et al.. On a number of benchmark problems in physics,
they have shown how well DNNs can be used as univer-
sal function approximators to solve PDEs. Inverse problems
and parameter identification of PDEs is another milestone of
their research [33]. Building on this work, another approach
to discover inverse computational problems from noisy data
using physically-constrained ML has been proposed by Qu
et al. [34]. A good review of PINNs applied to a variety of
heat transfer problems is given by Cai et al. [35]. Uhrich
et al. used a highly simplified two-dimensional model to
predict temperature fields within the 3D print with special
consideration of the heat source [36]. Du et al. developed
a physics-informed machine learning approach combined
with mechanistic modelling and experimentation to reduce
defects in AM [37]. A PINN model taking into account heat
transfer and fluid flow is given by Zhu et al.. The network
is fed with the Navier-Stokes equations in addition to the
energy conservation equation [38]. Wessel et al. developed
the Lagrangian PINN. High order implicit Runge-Kutta time
integration is used [39]. Uhrich et al. employed a differential
equation-inspired ML approach for valve faults prediction
[40]. Henkes et al. developed a number of sample strategies
for PINNs which we include in our work [41]. Similar to
our work, Zobeiry et al. and Lia et al. showed the benefits
of using PINNs in the application of additive manufacturing
[42, 43]. PINNs comes with a number of challenges. First,
there is the complex model design. We propose a specific
neural network architecture for our problem, incooperating
the laser power and designing the different loss functions.
There is limited theory on stability and robustness. Prediction
accuracy depends on the quantity and quality of measure-
ment data. We make use of high-dimensional data from real
printing experiments. Regularization is challenging, PINNs
can fit the data well but not the PDE. Initial and boundary
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values must be satisfied. Similar to Zhu et al., we suggest
the use of hard boundary conditions. Previous research is
mainly showing howwell PINNs can approximate PDE solu-
tions.However, themain challenge not addressed by previous
research is the complexity of computational scalability for
high-dimensional problems. In general, PINNs require com-
putationally expensive training with respect to sampling in
each dimension. This prevents real-time analysis in 3D print-
ing. Based on the similar heat transfer behaviour of adjacent
printing layers, we propose a pre-trained foundation model
and a transfer learning strategy to significantly reduce train-
ing costs. Furthermore, we recommend using the prediction
of our PIDL approach as a reference for the heat transfer
behaviour. Deviations between predictions and observations
are used to detect anomalies andmonitor the printing process.

3 Problem formulation andmethodology

To model heat transfer in 3D printing, we introduce the gov-
erning initial-boundary value problem for approximating a
solution to the heat equation. We also describe the design of
our PINN.

3.1 Heat exchange in AM

Heat can be transferred in a number of ways. Firstly, heat
is transferred by direct physical contact. Metal parts and
the metal powder bed have excellent thermal conductivity.
Secondly, the laser melts the metal, changing its aggregate
state from solid to liquid. In this case, heat is exchanged
not only by conduction but also by convection. Currents
in the liquid transfer the heat. A third mechanism, where
heat is exchanged by electromagnetic waves without contact
between objects, is radiation. All three heat exchange mech-
anisms are relevant to 3D printing and help to understand
the temperature processes that occur during SLM. We want
to make simplifying assumptions and limit ourselves to heat
conduction including a phase transition from solid to liquid.

3.1.1 Heat conduction

Heat transfer or diffusion by conduction in SLM can be for-
malised using the heat equation, which is a PDE describing
the distribution of heat over time in a given region. It is one
application of the basic diffusion equation:

cρ
∂

∂t
T =κ

( ∂2

∂x2
T+ ∂2

∂ y2
T+ ∂2

∂z2
T

)
, (x, y, z)∈�, t ∈[0, T ] (1)

with the specific heat capacity c, the density ρ, the thermal
conductivity κ and the temperatureT. κ and c are temperature
dependent parameters.

3.1.2 Phase change

The heat transfer model can include a phase transition. As
SLM is performed on alloys, there is not a specific temper-
ature at which the phase change occurs instantaneously, but
a solid to liquid transition between a solidus temperature Ts
and a liquidus temperature Tl [44]. To incorporate this into
the PDE, the liquid fraction

� = �(T ) (2)

is introduced, which is 0 for solid and 1 for liquid material.
Using this function, the latent Heat H of fusion is included
into the heat equation through an additional source term [45].
For the model of pure heat conduction, this results in the
changed PDE:

cρ
∂

∂t
T = κ

( ∂2

∂x2
T + ∂2

∂ y2
T + ∂2

∂z2
T

)
+ H∂t (ρ�) (3)

One option for the transition between these two values Ts
and Tl is using a parameterized logistic function:

�(T ) = 1

e
−T+0.5(Ts+Tl )

4 +1
(4)

3.1.3 Initial and boundary value problem

To solve this PDE uniquely, an initial and boundary value
problem must be formulated. There are different types of
boundary conditions. Dirichlet boundary conditions specify
the behaviour of the function at the boundary of the domain.
While the Neumann boundary condition specify the normal
derivative of the function at the top surface. The initial con-
dition is specified as follows:

T (t0, x, y, z) = T0, (x, y, z) ∈ � (5)

Dirichlet conditions are given below:

T (t, x, y, z) = TB, (x, y, z) ∈ �, t ∈ [0, T ] (6)

The heat flux q across the top surface defines the Neumann
Boundary:

κ
∂T

∂n
= q, (x, y) ∈ �S (7)

q = 2Ap

πr2b
exp

(
2(r0 − vt)2

r2b

)
(8)

with r0 = ( xb4 ,
yb
2 )

q describes the Gaussian heat flux of the energy source at the
top surface with the laser power p, xb and yb are the distance
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from the laser beam axis, rb is the laser radius and A is the
absorption of the laser energy. v is the scanning speed.

3.2 Neural network design

Based on theUniversal Neural NetworkApproximation The-
orem, we propose to train a neural network to find a function
that can uniquely represent a solution to the initial boundary
value problem described above. With no restrictions on the
number of hidden layers and neurons with non-polynomial
activation functions, DNNs can represent arbitrarily com-
plex continuous functions [46]. As shown in Fig. 1, a fully
connected feed-forward network is created to find an approx-
imate function that represents the heat transfer in 3Dprinting.
A proposed transformation function that satisfies the initial
and boundary conditions uses the approximation function
as input. The resulting temperature function is fed into the
PINN.The necessary derivatives for the heat equation are cal-
culated using automatic differentiation [47]. There are two
regularisation functions: One is the heat equation itself and
the second satisfies the Neumann boundary condition on the
top surface. The specificity is the extension of the DNN to
another dimension of laser power in addition to the spatio-
temporal domain. The laser power can be used as a fixed
parameter, but also as a wide range input variable.

3.2.1 Loss function

The training of the PINN is controlled by the loss function
L(W , b)with the aim of reaching a global minimum. R1 pro-
vides the PDE solution to predict heat transfer without latent
heat in a spatio-temporal domain. The phase change from
solid to liquid is included in R̃1 and the Neumann boundary
condition is ensured by R2. W and b are trainable param-

eters of the PINN. With λ1 and λ2 the two loss terms can
be weighted between 0 − 1. The losses are summarised as
follows:

T̂ = T (t i , xi , yi , zi , pi ,W , b) (9)

R1 : = 1

NC

NC−1∑
i=0

(ρcT̂t − κ∇2T̂ )2 (10)

R̃1 : = 1

NC

NC−1∑
i=0

(ρcT̂t − κ∇2T̂ − Hρ∂t�(T̂ ))2 (11)

R2 : = 1

NB

NB−1∑
i=0

(κ∇ T̂ · n − q(t i , xi , yi , pi ))2 (12)

L(W , b) : = λ1R1 + λ2R2 (13)

3.2.2 Hard initial-boundary conditions

To avoid an even more complex multivariate optimisation,
where the different loss terms increase with the number of
constraints, we propose a different approach frommost other
papers dealingwith PINNs. Two newly introduced functions,
I and B, ensure that the initial and Dirichlet boundary condi-
tions are satisfied. The scalar temperature field T is defined
by these two functions and the output of the trained neural
network:

T (t, x, y, z, p) = I (t0, x, y, z, p)

+B(t, x, y, z, p)N (t, x, y, z, p) (14)

B(t, x, y, z, p) is a distribution function with zero in the
initial and boundary domains. I (t0, x, y, z, p) contains
the initial and boundary values. Values are zero in the
spatio-temporal domain where the heat transfer behaviour

Fig. 1 PINN Architecture - The DNN consists of two parts. One is
the "uninformed" part to find a temperature approximation function.
The second part influences the training process and the finding of the

function with information about the heat conduction in the form of the
PDE and the Neumann boundary condition
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is unknown. N (t, x, y, z, p) is the output of the PINN.
I (t0, x, y, z, p) and B(t, x, y, z, p) can be learned with a
neural network or defined analytically.

4 Prediction and performance of
physics-informed deep learning

4.1 Solution of initial-boundary value problem

In this section we present the solution of the initial bound-
ary value problem described above. The optimisation was
performed on the domain:

� = [0, xmax] × [0, ymax] × [0, zmax] × [0, tmax], (15)

with xmax = 1 × 10−3m, ymax = 0.23 × 10−3m, zmax =
0.1 × 10−3m and tmax = 2 × 10−3s. 1 × 104 points were
sampledwithin this domain using theHammersley sequence.
2× 104 additional points were generated on the top surface,
where a Gaussian heat flux was applied via (8). The power
of the laser was set to p = 250 W and its velocity to v =
200× 10−3m/s. An initial optimisation was performed with
the LBFGS-optimiser of scipy for 2293 iterations. After a
first convergence, 1×105 additional pointswithin the domain
are generated and sorted with respect to their loss values. The
2× 103 points with the highest loss are added to the training
set in order to achieve a focus on relevant areas of the domain.
Their position in time and on the x-axis is shown in Fig. 2.

It is noticeable that most of the points with high losses
are distributed near the laser position. Training continues
with 2000 resampled points in this area and 3000 further
iterations. The sampling strategy is called adaptive resam-
pling. The benefits of optimising the two loss functions (10)
and (12) in terms of convergence, can be seen in Fig. 3.
The effect of adaptive resampling is evident. There is a short

Fig. 2 Adaptive Resampling - t and x position of the resampled points
within the domain relative to the position of the laser. Points with high
losses are close to or within the laser range

Fig. 3 Loss and Optimization - Loss values for the solution of the
initial boundary value problem during the optimisation process. The
impact of adaptive resampling can be seen after 2293 iterations. Con-
vergence is reached after further 3000 iterations

term penalty for the resampled points, but the loss values
decrease afterwards. After about 5000 epochs a minimum
of L = 2.00 × 10−3 is reached. The required thermal and
mechanical parameters for the upcoming solution are given
in Table 1:

To ensure the formalised initial and boundary conditions
based on the introduction of hard boundary conditions in
(14), we propose the following transformation of the output:

T̃ = T0 + |T xy(x − xmax )(y − ymax )t z| · 5 · 1025 (16)

where T0 is the ambient temperature, T is the PINN pre-
diction, x,y,z,t describe the spatio-temporal domain, and
xmax , ymax is the maximum of the x and y domain. 5 · 1025
is an empirical value. Figure 4 shows the solution of the
initial-boundary value problem illustrated at three different
time steps. The ambient temperature is givenwith 292K . The
material heats up to 4019K . The molten fraction domain is
marked by the dashed line. In Fig. 5 the temperature is visu-
alised in one dimensional space over the time for several layer

Table 1 Thermal and mechanical properties

Properties

Laser Power P(W) 250

Ambient Temperature T0 (K) 293.15

Density ρ (kg/m3) 0.6 · 7800
Thermal conductivity
κ (W/(m K))

0.6(11.82 + 1.06 × 10−2T )

Specific heat c (J/(kg K)) 330.9 + 0.563T − 4.015

×10−4T2 + 9.465 × 10−8T3

Absorption of the laser energy A 0.09

Laser Beam Radius r(m) 1.4 × 10−4

Latent Heat of Fusion H (J/kg) 272 × 10−3
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Fig. 4 PINN Solution -
Prediction of the temperature
field on the surface of the
domain for three different times.
The laser moves from the left to
the right side. The dashed line
marks the molten domain

thicknesses. The melting temperature is reached to a depth
of 5.0 × 10−5m.

4.2 Comparison with FVM

OpenFOAM is used to evaluate the proposed PINN frame-
work. This allows to obtain reproducible results for the PINN
optimisation. OpenFOAM is an optimised PDE solver based
on the FVM [48].

4.2.1 Heat transfer without phase transition

As can be seen in Fig. 6, the approximated solution based on
PINNs is comparable to that of the FVM. The relative error

ε = TOF − TP I NN (17)

εR = ε

TOF
(18)

Fig. 5 Temperature Peaks - Temperature evolution for different
depths at x = (0.3xmax, 0.5ymax). The melting temperature is reached
until a depth of 0.05mm. Temperature peak decreases with depth along
z-axis

is less than 5 percent, except in the boundary region, which
is shown in Fig. 7. The implementation of OpenFOAM has
addressed the problem of edge discontinuities resulting from
different boundary conditions. The edge discontinuities are
smoothed. This is in contrast to thePINNapproach,where the
discontinuity points remain present. Furthermore, the largest
deviation between the two solutions is found in the laser
region. This comparison suggests that PINNs are competitive
alternative PDE solvers.

4.2.2 Latent heat of fusion

To account for the phase transition, the loss function (13)
is modified, consisting of (11) and (12). In Fig. 8, the top
and middle plots depict two temperature profiles along the
x-axis at the surface of the domain during the final time-
frame. A comparison is made between the case where latent
heat is absent and the case where it is present. In the absence
of latent heat, both the PINN and the classical numerical
method exhibit good agreement. However, when latent heat
is considered, noticeable differences arise, particularly in the
region where the liquid metal solidifies again after the laser
has moved away. This discrepancy arises from the release of
latent heat during phase transition, causing a subsequent rise
in temperature. OpenFOAM accurately captures this behav-
ior, whereas it is less pronounced in the PINN results as
shown in the bottom plot of Fig. 8. Specifically, the decrease
in temperature at this juncture is notably smaller in the PINN
results compared to OpenFOAM. Overall, the impact of
latent heat on predicted temperatures is found to be relatively
minor. While qualitative agreement is generally observed, an
exception lies in the region preceding melting. Here, PINN
predicts a temperature decrease, which contradicts physical
expectations. Melting effects should start at the beginning of
melting, which is consistent with the behaviour modelled by
OpenFOAM. Given the marginal influence of latent heat, it
is disregarded in subsequent analyses.

123



B. Uhrich et al.

Fig. 6 Comparison with FVM
- Comparison of the prediction
of the temperature field of the
top layer at time tmax by
OpenFOAM (top) and the PINN
(bottom). The PINN results are
reproducible with the FVM

Fig. 7 Error Estimation -
Absolute error ε at t = tmax on
the surface of the domain. In the
dotted areas, the relative error is
above 5 %. This is due to the
different edge coupling of the
two models

Fig. 8 Influence of Latent
Heat - x-profiles of the
temperature at y =
0.5yymax , z = zmax t = tmax for
OpenFOAM and as predicted by
the PINN, without (top) and
with (middle) the inclusion of
latent heat and the temperature
change due to the latent heat
extracted the profiles above for
OpenFOAM and PINN (bottom)
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Fig. 9 Computational Time of Pre-trained Models - Comparison of
optimisation results for pre-trainedmodelswith respect to different laser
powers. Computation time increases with distance to the laser power of
pre-trained model

4.3 Transfer learning

PINNs have the major disadvantage of being computation-
ally expensive to train, especially in high dimensional spaces.
To overcome this, we propose to explore the benefits of an
initial trained foundation model and transfer learning. To do
this, we use the model weights and biases from the solutions
presented above. These parameters are fine tuned to approx-
imate different laser power solutions, all other parameters
being equal. By comparing the losses, the benefits in terms
of computational time are investigated, as can be seen in
Fig. 9. For solutions where the laser power is close to that of
the pre-trained foundation model, the calculation time can be
significantly reduced. The further away from the pre-trained
laser power, the longer the training time.However, in all cases
the computation time can be saved. For all solutions, 20000
points on the boundaries and 10000 collocation points within
the domain were sampled.

4.4 Laser power parameter network

As already shown in Fig. 1, we propose to include laser
power as an essential process parameter as an additional input
dimension. We expect to have the benefit of a single training
process for a series of simulations including a range of differ-
ent laser powers p ∈ [100W , 300W ] to increase the range
of performance. To ensure the formalised initial-boundary
conditions in (14), the transformation was changed to:

T̃ = T0 + T cxy(x − xmax )(y − ymax )t zp (19)

since the temperature was expected to rise with increasing
power. This is embedded into this formula by the multipli-
cation with p, which is intended to enhance the optimization
process. c was set to 5 × 1023, which is two orders of mag-
nitude lower than for the original simulation. 10000 points

Fig. 10 Molten Fraction - Results from pre-trained models, numeri-
cal simulations and parameter network for different laser power levels.
Results can be reproduced using any of the three models

on the boundaries and 10000 collocation points within the
domain were sampled, keeping all other parameters identi-
cal.After 10222 iterationswith theL-BFGSoptimiser, 10000
additional points were sampled both on the boundary and
within the domain. After this, the PINNwas optimized again
for approximately 104 iterations. The resampling strategy
was repeated three times. Convergence is reached after 31380
iterations.

Figures 10 and 11 show a comparison between the pre-
trained model, the parameter network and the numerical
simulation for the molten fraction and the mean surface tem-
perature respectively. There is good compliance for all three
models. With respect to the laser power as a continuously
distributed input variable in the parameter network, the DNN
predicts not only the discrete points as in the numerical sim-
ulation and the pre-trained model, but also any number of
laser powers in between. The result is a continuous solution
in the laser power range.

Fig. 11 Mean Surface Temperature - Results from pre-trained mod-
els, numerical simulations and parameter network for different laser
power levels. Each of the three models can reproduce the average sur-
face temperature results
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To train theDNN,we use a Tesla V100GPU, 32GBRAM
andan8-coreCPU.As canbe seen inFig. 12, the training time
for the pretrained neural networks at p =220W is comparable
to the solution time of OpenFOAM. The parameter network
takes much longer to solve than the numerical method or the
pre-trainedmodel for all eight laser power simulations. How-
ever, when it comes to increasing the number of simulations
to a large number, the parameter network will outperform
the FVM and the pre-trained model as no additional train-
ing is required. The big advantage of PINNs lies in the data
capacity, which we will illustrate in the next sections.

5 Experiments

This section presents the SIEMENS experiments and tempera-
ture observations. Sections 5.1, 5.2 and 5.3 are based on [36].

5.1 Design, process and sensor data generation

The two lasermeltingmachines utilized in thiswork have dif-
ferent build platform sizes, with dimensions of 250x250x325
mm3 and 280x280x365 mm3, respectively. Each machine
is equipped with a thermal imaging camera with a max-
imum frame rate of 200 Hz and a resolution of 382x288
pixels. To manage the amount of data generated, the frame
rate has been limited to 3 Hz. The thermal image measures
thermal emission in the 7μm to 14μm wavelength range,
which is influenced by the emissivity of the object under
study. The work focused on two heat-resistant materials,
AISI 316L steel and IN718 nickel-based alloy, which are
commonly used in industrial laser melting processes. These
materials are popular due to their favorable properties, such
as recyclability and potential applications. AISI 316L is a
type of stainless steel whose chemical composition makes

it resistant to non-oxidising acids and chlorinated media. It
is low carbon content distinguishes it from AISI 316L. The
nickel-based alloy IN718 is ideal for use in energy technol-
ogy, the oil and gas industry, aerospace and racing industries
owing to its corrosion resistance, high tensile, fatigue, creep,
and fracture strength up to 700◦C. In a series of experiments,
a large number of different component geometries with a
wide range of properties were produced. These included tur-
bine blades, inverted pyramids, tension rods and a benchmark
component, as shown in Fig. 13.

5.2 Plancks law

The temperature of a surface is not measured directly by a
thermal imager. Rather, it is the collection of heat radiation
from a surface that is correlated to the temperature of that
surface. Radiation is emitted by any body above zero Kelvin.
The amount of radiation per unit area and per unit wavelength
for a black body is given by Planck’s law:

Mλ,S(T , λ) = 2πc2h

λ5(e
ch
kλT − 1)

(20)

with the wavelength λ, the Boltzmann constant k, the speed
of light c and the Planck constant h. The amount of radiation
emitted is the integral over Planck’s law. For this model of
camera, the integral is between 7μm and 14μm, as shown in
Fig. 14.

5.3 Emissivity

The temperature range given only applies to perfect black
bodies, and as metal surfaces are not black, their emissivity
must be taken into consideration. Depending on the oxida-
tion and polishing of the surface, the emissivity can vary from

Fig. 12 Solving Time - Left:
Solving/training time for the
numerical simulation and the
pre-trained models. The
numerical simulation is much
faster than the pre-trained
models. Right: Total solution
time for eight simulations
depending on different laser
power levels. The Parameter
PINN contains any number of
simulations within the laser
power interval
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Fig. 13 Prototypes - Experimental printed components of various shapes and sizes. A wide range of quality characteristics were produced with
varying quantities within a print job

close to 1 to as low as 0.02. Our experiments with metal pow-
der and printed surfaces have shown that a glossy printed
surface has an emissivity of 0.2, while the powder has an
emissivity of 0.6. However, as the camera’s internal ampli-
fiers and reference voltages are affected by the emissivity and
temperature range, choosing a value of 0.4 for the emissivity
allows metal surfaces to be monitored without overexposure.
This means that one setup can be used to monitor the entire
job, and the data will remain consistent even after recalibra-
tion. Although the calculated temperatures may not exactly
match the numerical temperatures of the surfaces or powder,
the measured temperature increase is a genuine increase. For
PINN training and prediction, the precise numerical temper-
ature value is not essential, as the model takes the sensor data
into account. What is important is the estimation of the tem-
perature change and the prediction of acceptable temperature
changes in the component.

5.4 Sensor data preparation

When there is more than one printed component on the built
platform, efficient data preparation plays a crucial role in the
subsequent analysis of thermal characteristics. The challenge
is to accurately identify and isolate individual components
from thermal images of the entire platform. To initiate the
data preparation process, we use object detection techniques
to automatically delineate and isolate the printed compo-
nents. It is used to recognise the individual components on
the built platform and define the regions of interest within
the thermal images for further analysis. A pre-trained con-
volutional neural network is used to classify the components
in terms of their thermal intensity. This classification not
only assists in component identification, but also helps to
characterise the thermal behaviour of each component. In
addition, the convolutional neural network is used to create
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Fig. 14 Planck’s Law - The radiation per area for perfect black bodies
as a function ofwavelengths. The radiation is visualised for five different
temperature values. The camera models used emit radiation between
7μm and 14μm

boundingboxes around each identified component. Figure 15
shows an example thermal image demonstrating the suc-
cessful application of bounding boxes. In this example, the
printed pyramids are accurately detected and enclosedwithin
bounding boxes. These bounding boxes provide a visual
representation of the region of interest for subsequent heat
transfer analysis.

5.5 Evaluationmetric

In order to assess the effectiveness and accuracy of the
proposed approach for predicting heat transfer inAM, a com-
prehensive evaluation is carried out. This section outlines
the evaluation criteria and methodology used to measure the
performance of the model. The fundamental objective of the
evaluation is to compare the heat transfer predictions gen-
erated by our model with the actual sensor data obtained
from a printed layer of a component during the AM process.
This comparison provides a direct measure of the predictive
capability of the model and its ability to replicate real-world

heat transfer dynamics. To quantify the degree of agreement
between the model predictions and the sensor data, we use
the Mean Squared Error (MSE) as our evaluation metric:

R := 1

N

N−1∑
i=0

(Tpred(t
i , xi , yi ,W , b) − Tdata(t

i , xi , yi ))2

(21)

The MSE is expected to be minimal, approaching zero, for
high quality printed layers where the heat transfer prediction
closely matches the sensor data. In a first part, the model can
be evaluated in terms of its ability to predict the heat transfer
dynamics in 3Dprintingwith high quality layers. Conversely,
when anomalies or deviations occur in the heat transfer pro-
cess, the MSE increases. An increase in the MSE indicates
an increasing discrepancy between themodel predictions and
the sensor data. If an empirically defined MSE threshold is
exceeded, it can be assumed that anomalies are present. The
increased MSE values provide a quantitative indication of
the severity of deviations or anomalies in the AM process.
This makes it a valuable tool for identifying and diagnosing
problems during production.

6 Embedding high-dimensional data

After evaluating the PINN approach in Section 4.1, we pro-
pose an approach that incorporates high dimensional data
into the model in addition to the information provided by
the PDE, the initial and boundary conditions. The benefits of
anomaly detection to prevent defects in 3Dprinting processes
are also presented.

6.1 Geometric sampling

Heat transfer is simulated in a similar way to that described
in Section 4.1, but with special consideration given to the

Fig. 15 Bounding boxes of the individual parts - The components of a print job are separated. The heat transfer area is defined for later analysis
and anomaly detection. This represents the data preparation for selecting the components to be monitored in the algorithm presented later
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geometries of the components. For this purpose, randomly
distributed collocation points within the component geom-
etry were sampled, as shown in Fig. 16 for the top surface.
There are four different component geometries describing
the turbine blade, the tie rod, the pyramid and the benchmark
component. We use an empirical temperature limit to sepa-
rate the component from the surrounding powder bed. Using
this boundary and the measured data, random points within
the existing part geometry can be sampled.

6.2 Heat transfer prediction

For the simulations of the temperature distribution for all four
components we use the same initial boundary value prob-
lem formalised in Section 3.1. The initial conditions at the
top surface are given by the temperature observations. The
ambient temperature is set to 398.5 K, again considering the
real measurements. 398K is approximately the temperature
of the component panel.All the other thermal andmechanical
properties are the same as those described in Section 4.1, as
all the components are made of 316L stainless steel. Except
for the laser power p, which is set to a fixed value of 150 W.
TheADAMoptimizer is used to find theminimum of the loss
function. B and I from (14) are learned by a neural network.
The solution of the PINN for all four components for a fixed
time point in the x, y plane is shown in Fig. 17.

The absolute error

εdata = Tdata − TP I NN (22)

is sufficiently small. An exposure time and laser position
detection method is used to produce results comparable to
measured data. We train the network for 10000 iterations
using 87000 collocation points, then resample points with
high losses in the domain using adaptive resampling and
repeat this process twice. The training process is completed
after 30500 iterations. The PINN can reproduce the temper-
ature fields of the measured data. But it also predicts the
temperature distribution in the z-direction, where no temper-
ature observations are available.

6.3 Transfer learning

In order to simulate the entire printingprocess of a component
using temperature observations, a PINN must be trained for
each printed layer. Following the pattern of pre-training and
fine-tuning, we propose an initial trained foundation model
and refine the trainable weights with each successive print
layer. This is based on the knowledge about pre-trained mod-
els in Section 4.3 and the observation that the heat transfer
of adjacent layers behaves similarly. The foundation model
needs only few adjustment steps and can be transfered to
predict the heat transfer of the upcoming print layers. We
expect that the computational time, cost and energy required
for training can be significantly reduced. As can be seen in
Fig. 18, the optimization loss of the subsequent layers starts
close to the minimum of the previous optimisation. Knowing
this, the number of iterations to be trained for each layer can
be significantly reduced, thus reducing the training time.

Fig. 16 Sampling - Randomly sampled collocation points within the spatio-temporal domain. The geometry of the turbine blade, tension rod,
pyramid and the benchmark component are taken into account
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Fig. 17 Digital Heat Twins - Prediction of temperature distribution for various prototypes. The measurement data set is reproducible using the
proposed PINN approach. Absolute error is sufficiently small at all top surface points

6.4 Anomaly detection and decisionmaking

Physics-based machine learning simulation can be used to
optimise 3D printing processes. Thermal stress leads to vari-
ations in part quality. To prevent this, we propose anomaly
detection based on the models described above. For this
purpose, the digital heat twin acts as a target state and the
observations should be as close as possible to this target state
to ensure a flawless printing processwith high quality standards.

A gap between the digital heat twin and the measured data
indicates anomalies in the process. In addition, information
on why a component is deforming can be obtained from its
thermal stress behaviour, which is described by:

σ = ∇T (23)

where ∇T describes the gradient of the scalar temperature
field. High thermal stresses are expected in areas of the
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Fig. 18 Loss of Pre-trained
Models - Left: Training process
using pre-trained models to
simulate heat transfer for
adjacent layers. The number of
training iterations can be
significantly reduced by using
transfer learning. Right:
Pre-trained models can reduce
the training/solving time
significantly. While the initial
training of the foundation model
for the heat transfer prediction
of a printed layer takes about
400s, heat transfer of
subsequent layers can be
predicted in approximately 20s

component with high temperature gradients. The tempera-
ture gradients are predicted by the PINN.

Figure 19 shows the temperature field of the pyramid for a
fixed time in the x, y plane for a high quality component after
printing with INC718. The thermal stress behaviour is also
shown. There are increased stresses at the edges and corners.
These are generally the critical areas of a component during
the printing process. Inside the edges the thermal stress is
low.

In contrast, Fig. 20 shows the predicted temperature field
for a pyramid that is severely deformed after being printed
with 316L stainless steel. This is compared to the measured
data which shows a completely different temperature field.
There are high stresses inside the edges on the top surface.
The boundary conditions are not satisfied either. Several indi-
cations point to anomalies in the printing process. These
anomalies can be quantified over the entire printing process
to aid decision making. If there are many successive layers
with defects, it is advisable to stop the printing process at
an early stage. This can save material and costs. Another
option is to adjust the laser power up or down in relation

to the peak temperature and thermal load. This avoids high
thermal stresses that can adversely affect the shape and size
of the part. As a result, the printing process can continue,
ensuring part quality and reducing defects. Figure 21 shows
the described anomaly detection for two pyramids from two
different print jobs with two different materials. The absolute
distance between the PINN prediction and the measured data
is calculated for a specific critical point near the corner on
the top surface. Over a long time period of more than three
hours of printing.

Particularly in the last third, large differences between
PINN prediction and observation can be detected. Based on
this knowledge, it can be recommended to stop the printing
process immediately, for example after five faulty layers. The
complete algorithm for simulation and real-time anomaly
detection is shown in Fig. 22. Real-time defect detection is
only possible with a pre-trained model and depends on the
part size. For the demonstration built parts, the average print-
ing time for one layer is approximately 30 seconds. Training
the PINN with a pre-trained model takes about 20 seconds,
real-time simulation and detection seems possible.

Fig. 19 Thermal Stress
INC718 - PINN prediction of
thermal stress. PINN is able to
reproduce the temperature
observations. There is no
relevant deviation between the
digital heat twin and
measurement data. Thermal
stress is increased at corners and
edges. These are the critical
points during 3D printing
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Fig. 20 Thermal Stress 316L -
PINN prediction of thermal
stress. There is a noticeable gap
between the prediction of the
digital heat twin and the
observations. The top surface
temperature should be colder
than it is, and the thermal stress
inside the edges is high. The
boundary condition is violated.
This indicates a faulty printed
layer

7 Discussion

In conclusion, our PIDL approach is a competitive approach
to simulate heat transfer in 3D printing. Our results are com-
parable to those of numerical simulation with FVM and also
to realmeasurement data.Our approach is capable of process-
ing measurement data and has the potential to optimise 3D
printing processes. Previous research has shown that PINNs
work well as PDE solvers, particularly for heat transfer in
3D printing. However, model complexity and training effort
prevent the implementation of real-time anomaly detection.
Therefore,we exploit the similarity properties of heat transfer
between adjacent print layers as an efficient transfer learning
and training strategy to refine pre-trained foundationmodels.

Fig. 21 AnomalyDetection - Deviation between prediction and obser-
vation for a critical point near the upper left corner of the part over a
printing time of more than three hours for two printed pyramids. Large
distances indicate anomalies in the printing process. Defective layers
are consistently present in the last third of 316L

This significantly reduces the time, cost and energy required
for training. Despite the short single-layer printing time, real-
time monitoring is possible. In addition, we have shown how
the heat transfer prediction of our PINN can be used as a
reference label for a high quality printed layer. A deviation
between this prediction and the observations of the sensor
data leads to anomalies in the printing process, resulting in
quality degradation characteristics. However, our approach
has its limitations: Our model only considers heat conduc-
tion. We were able to show that the effects of including
the phase change from solid to liquid were very small. The
prediction of the heat transfer did not change significantly.
Therefore, the latent heat could be neglected. It is a sim-
plified model that can be extended to include radiation and
convection. The inclusion of convection and radiation means
an addition of loss functions, leading to a more complex
optimisation with several orders of magnitude in the training
process. There is also a lack of comparison of our data-driven
methodwith other existingmachine learningmodels. A com-
parison would help to evaluate the proposed model in more
detail in the future. It has been shown that there are a number
of simulations where the parameter network gives perfor-
mance advantages over the other two approaches. In industry,
there are usually a large number of different simulations, so
this approachmay becomemore important. Another interest-
ing point is how the laser power parameter network can be
used to optimise laser power control throughout the printing
process. For example, the PINN already contains solutions
for adjusting global and local overheating. Other process
parameters, such as the scanning speed of the laser, could also
be considered as an extended input dimension to determine
the optimal parameter configuration for a printing process. In
general, the computation time can be optimised in different
cases. There is a possibility to parallelize the training of the
DNN, which has not been done yet. The DNN architecture
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Fig. 22 Flowchart of
Intelligent Anomaly Detection
- Different steps of all presented
building blocks for real time
fault mitigation in 3D printing

with hidden layers and neurons can also be optimised for
more efficient prediction. Real-time simulation and anomaly
detection have not yet been tested in a real production plant.
However, we have shown that there is a correlation between
the quality of the real printed parts and the thermal stress pre-
diction and anomaly detection. The major advantage of our
approach over purely data-drivenML algorithms is the inter-
pretable defect detection that is explained by the heat transfer
behaviour and heat accumulation that cause pores, cracks,
unevenness and quality degrading properties. Purely data-
driven ML approaches can also classify defects, but without
a scientific understanding of the cause.

8 Conclusion

In this paper, we have presented a PIDL approach to simu-
late heat transfer in 3D printing based on solving an initial
boundary value problem of the heat equation. We proposed
a pre-trained model and a laser power parameter network to
achieve computational time advantages and evaluated them
with numerical simulation results. In the second part of the
paper, we demonstrated a real use case with components of
different quality characteristics and showed how we can use
PINNs and cooperative data to optimise manufacturing pro-
cesses. The predictive capability was evaluated on different
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component geometries. An anomaly detection method was
developed that could be tested and evaluated on high qual-
ity and fully deformed components. The method is able to
detect defective layers leading to dents, cracks, pores and
deformations in the component and helps to understand the
thermodynamic cause. We were able to show that transfer
learning through similarity properties of adjacent print layers
is the essential key to enable data-driven real-time analyses.
The work is a proof of concept and provides possible per-
spectives for further work and implementation concepts for
industrial manufacturing. It lays the foundation for future
challenges related to automation, Industry 4.0 and huge data
capacities for the analysis of manufacturing processes, with
a particular focus on physically motivated problems. Further
research can evaluate the results in more detail. A compari-
son with other existing machine learning methods should be
made. Another work could investigate whether the method
presented can be transferred to other 3D printing technolo-
gies that work with other materials, such as plastic.
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